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I. ADDITIONAL ENHANCEMENT RESULTS

This section provides more enhancement results to certificate the effectiveness and advancement of our method.
1) Figure 1-2: comparison on natural low-light images.
2) Figure 3: more results of natural low-light images.
In order to see the visual difference more clearly, it is recommended to first check the same dark regions in the input images

and zoom in on the images if necessary.
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Fig. 1: Comparison results of natural low-light image enhancement.
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Fig. 2: Comparison results of natural low-light image enhancement.
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Fig. 3: More natural low-light image enhancement results.
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